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ON A METHOD OF CONSTRUCTING UPTIMAL TRAJECTORIER |

/¥oliowing 1s the transiatisn of an article
by H.N. Rrasovakiy ia Batematioheskiy Shormil:
(%a$h§mnﬁi¢gl Articles), Yol LIII 9%}, Ne 2,
Hoscow, February 1061, pages X05-208,7

The preseat article describes a methad of dutemminihg
optiaal trejestories (wiih respet: to the Quratien o the
transient protess) for rinear nonztationary ayetens in ihe
easo of Iimited centrol funciion moduli,

{ ' Let us consider the syaiem deseribed by the ﬁﬁﬁfexeﬁs
t121 equatisns B . B S

| dx on 0 o - .

L =P Ex b ey ), . te.x) |

I . K . R .

. where x={x,] is amn n-Aluensional veetsr with encrairates
x; of 2@§raaanging point =z  in the yhag@:ayaaa of the Bys-
tem, P(t} is the n X n-matrix whose olements Py 4$t) are con-
tinuous fumctions o7 time t& (o, O Yo b= (By,av,,b,) i a
congtant esator, (o84 D =10 €tlsuiee, ?nﬁt)i is a continuouy
veéstor Xunctiop deseribing the externsl signal, aud n(e) 18
& sealar ecntrol magnituds, _ R EEE
Lat as formalate two eptimailr@guimxigm problems:
Broblem &4, FPor given x = Ry, t X 4g = O ta detsrmine the oy~
timal control in the fors of a plecewise-smootk function |
' 7N %(¢) suech shap o -

1
¥

} € Ai‘i . S
V( {’ﬁ)'l - . €0,2)

; end trajectory 3{x”,t,V}@§ %% systom (O,1) reaches roint xi= 0
_in the minimom time t = 7% tor M = 4 %4y,

Note, By makimgoike subbiitution y = x = 2(t), the _
_problem of finding an eptimal coatrol from the point x = x4

. 1 -
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to a2 point}maviﬁg along the curve X = £(t), where £{t) 48

a continuously difrferentiable gyaotor function.

problem B, For givea X = Zg, t = tg = 0, we are to detexrmine
the optimal control ®cy) oatisfying condition {0.2) such
that the trajeectory X(Z,. t,‘&“} H) of system (0,1) is traced
out on the glven meaifold M of aspace in the shortest posaible
cime t = T%. ‘ ,

The problems of optimal gontrol have occupied many
writers. A formulation of the problem and the firsi results
wili be founc im the writings of A,A, Fel'dbaum (ref. 1).
rThe moet profound results in the mathemztical theory of .
optimal procassey” have so Iar been achieved by L.S. Pont-
ryagin, V.G. Boltyanskiy, and R.V. Gamkrelidze. They have
considered optimal pioopeses desoribed both ky general systems
of differential equations e »

8% = $(s,u)
- at _ -

ghere u = 1ul,g,,,ur% 18 o control vector and by linear Sys=
teme. Some of these resulis are presented in article 2 in
+he biblicgraphy. In the caseé of linear systems, important
resultes have been achieved by R.Y, Gamkrelidze (refs, 3 and 4).
Mention must alsc be made of the contributions of R, Bellman,
j. Giscksberg, O, Cross (ref, 5) ana J§, La 8alle (rel, 6.
The problems snvoived in the toeory of optimal scontrol are
dealt with in the writings of L.I, RHozonper (rafs, 7 and
gy , which take as the point of departure 1.3. Pontryaginls
Maximun Prf%&iylt, Extrenely general optimal control existence
theorem have recently besn proved by A.F. Pillipov. (ref. 8).

in construsting setual concrete optimal trajectories
there ariges a certain aifficuliy which consists in the follovw-
ing: the optimun conditions make it possible to caleuiate the
optimal trajectory which emerges Ifrom point X = Xg by integ-
yoting a certain gyaten of eguations (the Hamiltonian sysien
given in ref. 23} angd eperating with &.systen of n arbitrary
constants; there now arises the problem of determining these
copstants in guch a way that the tra;eoto:y'pasaes precisely
into point x = 0. Thie lagt rroblenm presents particu.ar aif "1
culties in the presence of disturbance fuanctions | (t} (or
when there is a nsed %o pring the trajectury onto curve x = £(1
Enalogdus? gifficulties arise, moreover, in golving problen B.

The purpose of tlhe present artiecle is to describbone
method of conatructimw.optimal trajectories which in a rumber
of cases maxos 1t posaibles to circunvent the atfficulties.
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presented by boundary problems. This method consists in
approximating‘pr@blems A and B (with limitation (0.,2) taken
into account, which have discontinuous optimal controls
with problsms having smoother solutions, as well as in ibtro=
duaing parametsra &, p into suxiliary systems of equations
[Feo notg/. The detsrmination of optimal trajectories is thus
reduced ts the jutegration of ordiasary gifferential equations
describing the dependence ol optimal'eoiutiona on parameters
Qgﬁand'applying'a.sﬁt of kanown initial cqnditians.[ﬁb%e:
The degenﬁenga ¢f soluiilons to optimal probhleams on paraneters
nas been studied by F.M. Kirillov (ref. 13); his results are :
used in the present articial. - o _

1t should be notea that these eguations are rathey
ecunbersome, B8O that integration is possible sniy by numerical
methodss for this reagon, the method described may Tur:s out
to be useful for doteruining tndividual optimal trajectories,
put not for the soiution of systems synthesis yréblema.

1, In this paragraph wa shall define certain auziiiary
notions and symbola., , '

Klong with system (0,1), we shall examine thas auxiliary
systen of equations

% = @p(t)x * BCpIu + 8P() | (1,1)
where yi@ are parametsrs (0 £ 9 £ 14 0= w £ 1), BU)
48 an b X n=-digensional matriz with coefficlients given by the
formulas '
bil = bi‘ (i = I:a_aogn) (1,2) .

bij = ﬁijp\ (14 = 13:.0,31:‘3 = 2’a¢09n) (103)

(613 sxe copsiants such that fox i)v\_ef ' {3,1.] matrix B(‘M\)

4s non-singular), u ={u ,ﬂ.,,ung is che contrel vector func=
tion, Foxr values eEfo. 4y pnE (0, 1}, problems Agu and Bgu "
will bLe considsred in conparison to problems A and B, !
froblen &@M . Por % = Mgy ¢ = to = 0 to f£ind ine
eptimal trajectory a@{t,éégfii which satisfies the condition

2 4 : : .
U»l{'t) + PR + ﬁn(t} ‘él ) {1@4—3

and is such that the trajectory % (Xgst,ul) of systen (LX)
resches point x = 0 in tha shortest tine t = oL, p 3 for




ﬁ,tat = 0 to £ind the

eptimal eontrel u“(t, By which satisfies coadition
(1.4) and is such that the trajaetﬁry x(xo,t,n yM) of system
(1, 1) passes onto manifold X of space x in the shortest time
t = Toée f‘sm}a

Note L, In problen EQM uanifold ¥ can alsa be eonsiderea
88 depeondant on paramaterﬁ o and;&, we shall limit ourselves
here, however, %o the cases where "M is assumed to be indepen=- .
dent of parameters & amd M ,

Hote 2. To simpliﬁy the equations dorived below, the
gactor © eppoaring in front of function P(t) in system (1, 1y
glze need net be derived. Thin, hovever, will oomplicate the
solution of preblenm ﬁQI(BOL) sonmewhat,

Prablem EQ e FPor x = 2

Let us Intrsduce the tollnwing notaﬁiau.
CF(t, 1 ) ism the fundamsntal matrix of solutions to the
systen ' | ' S
| | 4% = PB(tdn R ¢ X))
.6t : .

(FCO, 83 = B

¥ (%, ) ie the inverse of matrikjF}
HE$, 844 ) i3 the matrix ' -

HE, 9, )= 27N, 2B, (1,6)

Let us defise the matrices R, (t) by the recursien
favaulia '
B = Eg R’ RV, 1 - B P (R = l,aoa[ n"I) (197)
i kbl T e % ‘
and assume thatl vaatmrs RB (k= 1,,,.,,n) are linsariy ia-
depcndeaut for © 6 with the pﬁsmible exception of certaia
-isokated'valuas cﬁ "6* Lo@ay

%’}w 3, b £ O B (1,8)
. k“ 4 '
n. 2 , i . )
( Lhgp#o, t#2y,Lb=1,2,,../.
x 1 ’

A Fopr the linwar stationary case where PFlt) = A‘# conat,
condition (1,8) is glvem in (ref, 3). Under oonditions (1,8)




gunctions by, {83 = $8%54, the elements of matrix (1.6)
gatisfy the condition

i‘

5 . ; nu‘ 5 ' .
SN B (8 # O ’(é Ny 7o | (1,9)
i=l ‘ 4=

for sil t< 0 with the possible exception of certain isolated
vailunes ¢t = t;; Thig faect is chosked by differentiating the

expression _@(*‘a) = f?\i hﬁ-(t) with respect to T n-1l

. - aRE . _ '

times. Derivatives = are expressed in terms of vectors
‘ at . : _

By .qb (see ref, 10), From the fact of the linear independence

of these vectors 1t follows that for all t £0 (with tho

exception of isolated values) we cannot simultaneously have

Cali=l :
ﬁ = Ogevey §E§:é = 03 this prowes (l.9),

Henceforth, the initial point x = x,. will be considered
fixed and such that there exists a permissibie control n ()
(corresponding to u{t)0 which satisfies conditions (0,2) (or
(1,4) respectively) and generates a trajectory reaching point
x = 0 (on manifold M) im a finite time T, The prublem of eva=
luating region ¢ whose polnts mﬁ& G satisfy this condition
is not germane to the present article, Let us merely note
tlat these conditions are satlsfied for all points x, for a
sufficiently broad elass of properliy stagble linear systens
for = 0, Ws zhall henceforth assume that 2,€ G for all
probiems 'A;..a + Bous . . . '

2,_Tﬁ§s paragraph deals with problsm A and the transi-
tion from problem A to problen AQM. . ' .

In ref, 11 4%t is shown that under conlitions (1.€}
problenm A has a single soiution, while the.ppfimal conirel
time T® 15 determined from the condition that TO is the least
voot of the € juation '

n ) ’
47 ‘

a3 h
Ay = I;)
(:1%;1’ 3

where ci are componernis of vector ¢, defined by the equation




T
o= -x, ~ J0FT(T,0)Q(TraT (2,2)
] |
(6 = 1),

The optimal control 'r\“(t) iz defined by the formula¥*
.Y ' a
o - : .
,Y\o(‘t) = sign(g?\ihil(t)), (2.3)
. my ) .

where ﬁ.z are solutions to prablem (z.lfgu'

Note, In case (= 0, veotor ¢ = =~x, = const, A(T)
48 a monotomitally increasing function T and equation (2,1)
has a single root,

"1f probiem Ag, 4s reduced (Just as problem A in
refs, 10 and I1) to an ®Le-problem™ (ref, 12) in the functional
space %hlﬁ’t)ga...hn;17}3with a norm

ol

\\hn = j%‘;xhi(u )] d"U)

]

then, as in ref 11, we arrive at the following statement:
problen Ag, has a single solution; the optimal time T2CQ, p)
is the least root of the equation ‘

T ' ‘ fa-ﬁ
MN(T:® 5 ) = min S[g [‘i’?\ihié(‘t ,e,r,)'& ] at = 1
p F=% A=

(2.4)
n
(.é..% i = o1),
f=l i

where ¢ . are components of vector (2,2) (0P <%l), while the
optimal control is defdned by the formula

n,.o .
i%}\iﬁid.(' : @, M )

Yélgéfghij(t'e s )TI

u?{t, @, [*A) = é # (Jr‘l;occ,n)‘v (305}

*This formula, of courue, also follows from L.S, Pontryasgin's
Kaximum Prineciple (ref, 22,




Here 7L§{é§ﬁ}i) are whe solutions to problem (2.4)
and the denominater (2,5) daes not go o zers because matrix
B(}L) is nen-glingular,

nelationships (2,1)~(2.5) make it possibise to establish
the redueibiiity of the solution to problem fApn to that of

A as Y- G
Lowne 2.1, The Limit

&%ﬁi;gf‘ﬁ*c'x.*p) = 70 N . (2:6)

proot. Since, obviously, h(T,L, \)> N(T), from 2,1y
and (2,4) there fellovs the inequality :

'r“w:gﬂwé'r?ﬁ | - . 12,7

The optimal control time ol problem 5 (T®) iz the lecaut root
ef enuation (2,13; hencs ' :

NLTY L1 o TEY® « & (> 03, (2,8)

on 4the other hand, for 0%T=T% - ¥ we kave the unlforn

18 K (The ) = NITDy (2,8)
}«,‘ ...g:»{"}v s Fi
snd, consequently, fov sufficlentiy smal&'valmaa of (A the
ineqguality . :

Nerapy <1 tor 76 Lo, -l

In coabinatien with ineyuallty (2,7} the 1z tter ineqauallty
means that the nunber TQQK,EA} im the least root of esgustion
(2,4 snd Ries on ibo peéghent LT wox, ?@3 oy sufficiently
soaed }A>G, A2s a3 result of the arbitrary cholee of &3>0, the
lemma iz thus proved,
Lemua 2.3, The first cumponent ui(t;l, 3y of “he opti~

- mal control of problen &%$& ronverges to, “he optimal contxri .

~q?{%} of problem A, " o :

“ Procf. The numbers I\ 3(1, M) which are the solutions

to problem (2,4) fer © = 1 are uniformly limited as

Gl AL p, (P> O s B constant, Consequently, it is possible
te BLoGse & CONVErgen. gubgwqu@nca{)bi(l,}LRJ}§from any

7.




seuence § 301, g Y ekEL 3,000, where Lim M\‘ = 0, Likewise,

it is not difficult te awaertain tha+ the numbers '\* =,
= Iimh {1,}AF ) are solutions to problem (2,1), Now the
i;»ﬁ
ilonma iz proved with the aid of formulas (2,3) and (2,8).
Note., The coptimal txajectories which are defined by the
least roots of equations (2,1) amd {((2,4)) correspond to
the minimum time T® (T®( 9 1)) relative to varions .
‘variations of uentraxaaﬂf(t} (u“(t)} congtrained by conw
ditions (0,23 ((1,4)),
3, In the presence of ext@rnalﬁytimyreased'functions
(¢ # 0 in iinear syetems, the exzisionce of locally-optimal
trajectories iz pessible, Let us comsider the situation ‘which
arises hers,
Definition 3.1, Trajectory u(xg,t, n%) af qystem<(0.l)
(trajfactory x{xést,u”} of systom (l.L) respectively will be

callied logallv optimal 1if i iz possible to £ind a rumber
Ef,a ¢ such that there does not exist any permissible control
¢ty (ult)) subject t¢ conditions (0,2) (1.,4)) such that
ﬁh@ trajestory it benerates W{ngt ) (x(xy,t,u) reaches
point ¥ = O for t = T TU(TL W Q,P, ), whth the added con~

giticn thaet the im #fmi‘ala.ty

.u-

n
2 2
2. 4¢?

&=1.

Lrgamgst, 1) = mgxget, 4 %] 0 4t 4T

(3,1)
for, rasuectlively, %he'in&quality}

N 2 2 |
| ::é::;i{xﬁ,%‘,u} - x.(x ,t,u®)) £ & (og¢sm
) (3‘:«.}

is fulfillied, ,

Nete, In erder to establish the lpcal optimality of
the trajectoery x(x 5ﬁ@‘ﬂ“} (x{xgy,t,u®) 4n our case, it is
sufficient to prove thae bxirtence of a. nuaber. 3)-0 such that
there oxists no permisziris con%rul‘ﬂ(ﬁ) (u{t}) which will

5



fpdne trateotory =X 5,72 (x(x,,t.u) to peint z = 0

L 55 v @ . H\m ) Q] ] ,

st moment 3 = T (0= 8, *I, ' ) :
Lesma 3.k, If T® (T &, #)) is a reot of equatiom

£2,1) ((B.4)), &nd the inegu:lily . - r

1Ty £ 1 for TE (¥ ~o,T%) @& > 0) €3,%)

Cor  NCT, €, ) LL for TE(TRCO, 1) -%, (8, N

' . o ' ' (o 0) (3,4)
reapectiveiy) holde, %h@n‘trajectary_x(x@,t,Ttm) (x(xo,t,u°))&
generated by control (2,3) €{2,5)) is locally optimal.

procf, To prove this lemma, it is sufficient to note

that in view of the general results relating to the “L-problen®
(ref, 12), under conditions (3.3)((3,4)) there exisis no
permissible functien W{t) (u(t)) which satisfies inequality
(0,2) ((1,4)) and the condition ‘

T oy , o ; .
X%, T, N\ ) = B(T, %o + jF;T.Llr Yoo 0T (T +?ctﬁdt = 0

¢
{or condition ‘
| 7 | :
2z ,T,0) = F(T, 0 dx, + Sf{fs, eye=leu, 62[Bu (T I+ 8f (u] av =c
S |

respoctiveiyd. . :
vemm~ 9,2, if T® is & root of eguation (2,1) and

g ~ | f
'g}; S8 fer T w P8

then for yé~{@9}£m} there exists a family ot lecally cptimal
trajectories n(x,,t,u®), of problem Ay, which converge as
;A%~Gtﬂ the lesally optimal trajeatory x(xa,t,X\a)'ﬁf»prsblem(A

Furtherunore,

1im T, 13 = PO

Jio

and the first componsnt u%(t,k,ﬁAﬁ converges uniformly to
function 3(“%%) as - G4 ‘




Lawng $,3, Leid T"’”ilﬁ;,}&) be & roet Of equation (2,4
for p e (P gl ¥ L, continucusly dependent on P} in
addition, let the following conditions be fulfilled:

iﬁf;%ﬁ.‘&i‘%ﬁ o I 8 {0\ = consty (3,67
o%
TwﬁlgiA}ﬁiw‘ﬁimﬁ (ﬁ = gonet) (3.7 .

Then problem & has & locally Opfimal trajectory x{x,,%, 7\ )
to which corrssponds @ptimai e@ntral time :

e = im T“{E”.! ) : (3,8)
. gl '

mwd the ap%imuj a@@%fml funation

12“{@} = mﬁgnzmm Rﬁh lﬁﬁ}}

g om 1em NTe1, M. o €3,9)
Ayl & s

The p@aaf %ﬁ temnas 3,3 nnd 3,3 makes use of arguments
wheilh are anpalégous 4o thone &,ﬂlﬁﬂﬁ in provisg lemmas 2. K and
243, ¥For this r@aa@m, wi orit the procife of the former two
lemmas here, ‘

¥ote T, Lt ua polint oub that conditions(2,L)=(2,5)
whieh datorming the solutions te problems A and Ay, are ana-
togours to oonditsons which may be deduoed from %h@ maxintn
‘propuipie for statliomnary systens given in ref, - The form
used in €2,50~{2,.5) iz convenient for whai fslluwss

tete 2, in ease (5‘”@ there exisgt no locally Qp%imai
trajestories which differ frvem the single oytimal trajectory
®{x,,t, 27, sinve squation (2,1)((2,4)) canadt have mors
than ope ‘rooi {(when @?E;G s WA F 0, and  ONST > 0 evary-
where), . ’ ‘ :

4, Leunmsn Z,.5=3.3 point to the following method of
constructing an opitimal trajectory for system (O0,L):

e congtruct the auxilary system (l,1); for € = 0
M= L the eptimal trajestory ol syetem (L.l) which connects
points 2 = %, and ® © ¢ i found by an elementary method: ,
thig is the straight 5 whioch covanects points x = x,, ® = 0.
t ug have a solution $0 the problem for some value O 0
2 o= LY thexn, usinr the th@mramm'@n‘imglicit functionyg

o
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3

Jeue aotefT, 19 4 puesible te find expressions for derives
£ el & K ) .

cives SES 813 (provided that for these vaiues of & and p
a e at . "

. . A~ , ,
tos partial gerivative §A“2§;Q‘1M} ig different from zerol.
integration of the regultant differsntlal equztions makes 1%t
p@gaibia'té extend the solution to the optinal problem onto
the next Largey values of £ , On reaching point § = 1, the .
next step is 10 cnheirict by analogous means differential
equations coniaining derivatived d?ﬁjdhﬁ'aﬁd'd?\°/d and
te integrate these. equations for MG{O,Lh ¢ is also possible
te vary O and W concurrentiy, by getting M= 1 «-Q;fcr example.
Let us construct the above-mentioned gifferential
equations . ‘If fer cortain values of éé,}A there holds Jhe
{nsgualily ‘ :

7§k€§a Q~ Wi g0, : (4.1)
b Y .
then, accerdivg te 4he knoewn thecorems on implicit funetlons,
we have ‘ ' '

45w Rl | (4.2)
aid Chf 9T

wiere Lhe exprossion I, D L) is defined by gguation (2.4).

1o deternine the valuag af?\?((},}x) which solve problei
8,4y Tor uis i uimum for a fixed value of T, it is possible
4n maze use of the yule for Lagrange multipiiers or to express
gne of the pumbers hy (let us say hyd in terms of the other
numbere ?‘j by means of the condition [;Ea_note#jy* '

Cane,

:54:1"”\‘ v % '
g8y T A (4.3)
1=% S -

# A1l fumeticus in eugation (2,4 are continuously differen=
tiablie functions sf their argunentis (for = #./0), The 1nLro=-
duetion of parsmster Mot intended to assure this di ferentl-
ability.

¥¥ppong the numbers &g there is at leat owe whick differs from
gero., 1f all eg's turn out to be identisally zero, this means
tpat the trajestory reaches point x = 0 for u = 0, and so for
such e, ‘s, time 28 gprunst be the optimal co1trol tims, in
shongiiz poramsters ¢ and J , the pumber 1 for which ei # 0,
cun, generally apeaking, underge altsration. B

i




Ilatter mwthmﬁ;

: %
5“‘:;;; N‘l \"\bg'f"‘/c: k‘lwé.c‘&h'&.§ :1 b r(‘}so4)

{r
P
Jé)&t“':.( 9] J~

S e .
Then to gdetermize the numbers N4 we zolve the system of

equations va
. = @ {5 = z-awwa9n30 . o (4o5)
df% : :

The functional determinant mﬂ'tha.righﬁ members of
system (4.5) with rms@aﬁﬁ to variahlaﬂ Ny satisfies the
condition.

# Ce (40I3}

Te prove relationship
o)

{4,862 1t ie suffiecient to estawlish
that the quadratic fTozm '

g ey "t ’ -, ,
L gr:} & ?“”ﬁ‘"& ‘c"’f‘ " zi mj
[T i

jig positive seflinlite, The mnmly%ie confirsation of this
latteyr foet, veodily apparent from gammetric annaiaarationa,
wi.t be omitted here,

Canaaéusnﬁlg, derivatives d?kgfdé?matiafy the equations

s (SR -

NV A

D Ly, DN,

o DEN - x%"" Ay d

. 4.

(i :: 2’100@,2&)

Bguations analogous to {4,2) and {(4.7) can alsoc be
congtructed for derivatlives dT@/ﬂ}J,,d}‘g/d}k H




Cox

B o -] S P |
_,_:;.g—j: ~~~~ e !-:;:g; i@ g l) y . (ﬁ!s)
. }\-f t‘bTw . .
428 D 5w o )Ekﬁ]
. ?ﬁTM,m'“ b tA»)f”E’HJ”'°%h3 _ (4,9)
G _ Oy 4 '
By k_r's:”»“ boes )/E“"%:’ ] ) |
> 4{,'[\\»2. a .@/,,n ’

T lhe i el

o &

{.i ::?ag'qeognli gzl}’

Nete, In caloulating the partiak derivativ@sw%?\@ T, cognizance
shounld be taken of the aﬁ@yiﬂx nature of the dependence of
PR u?g}'an T; it the first plase, on the upper *imit of

the integral, aad asaondly, through the cgia. Enalogeusly,

in caloulating tha‘funatianai dsterminants in the aumerators

wf the right menbars of (4,73 and (4,8), it should e borne
4n mind that in deriving eguations (4,7)~(4,8) the ¢xpression
TO( © , )} was assumed to be a known function of parameters

Q@ o ¥ came =1 - B , 4% i3 sufficient te trke into cem=
sideration enly eguationg (4,%¥, (4,7); in deing this, however,
ihe dapsndsuce of (A ou O shouid be taken imts account in the
funotional é@@ﬁrmiﬁaﬂt in the numerator sf the right membar of
(8.73,

' A comsavuencs of lounss 2,i~3,3 1s +he followlng

thesrem &.%. Let TO{E , 1), RG(O, AI0LO 1 0L <L,
& = 1) be soiutions to the %ysé&m of equations (4,2), {4.73,
(4,33, €4.8) and the congition : :

’a}wﬁﬂﬂﬁwmtﬁﬁﬁ (o, = comsw) L4,10)

he satisfied for itheme soluviions,
Then tne pumber TP dsfined by the Llzit

T8 = 1am T, (2.3

is ﬁhe'optimal contrnl time of problem A; time TO has a
correspending loceally sptinal trajectory with optimal coentrol

a2 K2
wOl) = sipr | Shylg ) | Ny = azm N3, u.
Vs po FT T g e




Note, In ﬁas@x'zwfv under conditions (1,73, the integration
of systen {4,323 P, (4.7 {4, @) always lesds te a sdnzle
optinal trajectory %ix pt, Wﬂ}a
5, In thisg yﬁ?&g“&ﬂh w& ‘ghall monaiéer problen B,
Let ug r@yl»ﬁ@ problem B with problenm R@m for the

suxiliary systen + k3, To derive the @quaﬁiana degoxribing the
dependsnce of m;t..maj, golutiong T S ,M} N {0 /\f\) of .
problem B on perampsters 9 (» 4t is” nea&as%ry to repsad

the cmnstr&htian of squations (4,2}, (4,7)-(4.93 of pection = *
4, To these equations, however, in whiich ths aifm are
ealcuiated from the formulas fBee na?@*?

€1 = "Fi0” &F cﬁ,ﬁinﬁw> a?+{f4wu@£f%‘

_ _ (5,3
(4 = 1,.,09; vectozl® € )

wo shoulcd add ﬁha eguations which deseribe the chanves of
coerdinates & ( Gﬁ/M} of point £9CH with aﬂteratiﬁns in
pavametors & and g

Let nanifold ¥ bo degsceribed by the centinvonsly differ-
entiable functions

B, ® A €0 gurens §0 (% Lyeeosmds o (52)

The extremality conditions fer tins TO( U, u) yield the
gysten of equations - '

[TRY, =0 (5= Lioawy, (543)
which is satisfied by the variables 2 (4 = 1,,.,r) that
dafine coordinates ‘5? of axtrenal -p.af ’ gﬁ,m.

¥ far the eszamined values of & ana )A the functional
doterminant of the Left membera eof (£,3) in terms of variables

Gy is not equal to meroc, then devivatives & gifﬂg {(foxr

046 41,,{“. 1) and 4 /ap(tor © = X, 0<p &) satisfy
the oandﬁtiaum

4

*index i in equation ’5013 stande for the 4i-uh eampunent o@
the corresponding vestior,

14




2% )
TR ‘
o ~ a -
é;l?;:':.mw s T}L'S!} L 4~ ;6!‘.1 (._”1 “..)
i DL, .o azy T 4
X 3G
ibl{:g:‘}~-~ ~ / E’:{‘]
N O e A
SNE\ f\:?i;z,) s ,("Qé"-",L J
e T
» Ny T -
C‘! by o I .}.}:u-&LJ.U)};'/--"JQ J (L"ﬂ‘ "‘{’)} (595)
T T e e e, e punc ; E
({}L -, E:_L.‘ - o } ‘/
L,'Ej“if’. ! )(:)_J«y
o o~
1‘) f, P2 L {ﬁTJ

where derivatives ??T/Eé;i should be calculated from egua-

tion (2,4) by means of the rule for differentiating impiiecit

funotions,. System of equations {5,4), (5.56) in combination

with eguations (4.2}, {4.7)~(4,9) deséribas the dependence

Cof the epbimal soeluilens to problen EBP on parameters @ and fL'
The 4xuth of the followlag statement %8 established

by combining Ienuas 3,1-3,3 with sufficlent conditions to make

o funcilon of » waviables ?”1,@f»g gf assume its minimem value

by the uwsun’ methide enpioeved in the gélculus of variations,
1aﬁ“iﬁ,y}g"h?(€$ﬁ§, gkiﬁjfx)aresohmimm

te the system of ecuatlions (4,23, (4,7)-(4,8), (5.4), (5,3),
alone which inzcualities {4.10) ang

A P
b,in A §§:-1
SES,

nd for gufficiontiy small vasues of ;4(04“p<ﬁgxg) the
quadra&ie foim

£ 0,

i m
vig) = = ~;zizg‘ [
1‘£T§m @g“f}g ﬁ. J
108 70
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is the optimal centrol time for problem H, which has =
sorrasponding locally optimal trajectory x(xbat:‘q?,m}
generated by the control ‘ ‘ ,

S n 4 " L.
Wwo ey = asﬁ.grz\'f: Kihil(ﬂl; )
\ o imY ' .

where the numbers 4 &re Qefimﬁd by the limit -

Ag = %Efgﬂgii*?‘)“

Hote, Systen (4,37, (4, %3mCd D), (5,4)=(5,8) is ons of the
gossible forms af the gysten of eguations waileh describe

the dependencs of the soiutions to problems K5, and Bgy

on © and u, Cases maoy oecur when in integra ing whis’
system, the combination of n~l indices £ should be changed

i squatious (4,73,(4,8), Sometines lu deriving such eguations,
instead of direetiy repiacing variable A4 with an expression
in terms of the rest of the variables K., %% is more ddvisable
£ make use of the Lagrange multipiier nethod snd te replace
fae two systems (4,23, (4,77, (4,8), (4.9) by a singie systenm
(4.2), (8,7}, petiing p= 3 =8 | ‘
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